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Abstract

Social media is a great source of data for
users reporting information and regarding their
health and how various things have had an ef-
fect on them. This paper presents various ap-
proaches using Transformers and Large Lan-
guage Models and their ensembles, their perfor-
mance along with advantages and drawbacks
for various tasks of SMM4H’24 - Classifying
texts on impact of nature and outdoor spaces on
the author’s mental health (Task 3), Binary clas-
sification of tweets reporting their children’s
health disorders like Asthma, Autism, ADHD
and Speech disorder (task 5), Binary classifica-
tion of users self-reporting their age (task 6).

1 Introduction

Social media has become a key way for peo-
ple to share their experiences and feelings. This
has opened up new opportunities for researchers
to understand how different aspects of life af-
fect our well-being. The paper explores three
tasks of SMM4H 2024(Xu et al., 2024) - 4-way
classification of texts based on effect of nature,
outdoor spaces and activities on author’s mental
health (Task 3), Binary classification of texts re-
porting health disorders in author’s child includ-
ing ADHD, Autism, Asthma and Speech disor-
der (Task 5)(Klein et al., 2024), Binary classifi-
cation of texts self-reporting author’s exact age
directly / indirectly (Task 6).The paper explores
usage of transformer models like RoBERTa(Liu
et al., 2019), DeBERTa(He et al., 2021), Long-
former(Beltagy et al., 2020) and LLs including both
proprietary and open-source like GPT-4(OpenAl,
2024), Claude-Opus(Anthropic, 2024), Llama-3
8B(Touvron et al., 2023), Mistral 7B(Jiang et al.,
2023), Gemma 7B(GemmaTeam, 2024), and en-
sembles along with advantages and drawbacks of
each approach using the models. Similar previous
works can be found in (Weissenbacher et al., 2022),
(Magge et al., 2021) and (Klein et al., 2020).
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2 Datasets

The dataset for Task 3 consists of 3000 reddit
posts from r/socialanxiety belonging to four classes
based on self reported impact of outdoor spaces and
activities on the author’s mental health - O: unre-
lated to the task, 1: had a positive impact, 2: is
neutral or had no effect, 3: had a negative effect.
The dataset for Task 5 consists of 9734 tweets be-
longing to two classes - 1: users reporting having
a child having ADHD, Asthma, Autism or Speech
disorder and the rest as class 0. Similarly for Task
6, the dataset of 21200 texts consists of both tweets
and reddit posts from r/AskDocs for two classes
- Class 1 being texts through which the author’s
current age in years may be determined and rest
as Class 0. The distribution of labels for the three
tasks can be seen in Table 1, Table 2 and Table 3.

Training | Development | Testing
Class 0 1131 377 ?
Class 1 160 54 ?
Class 2 395 131 ?
Class 3 114 38 ?
Total 1800 600 600

Table 1: Dataset split and class distribution : Task 3

Training | Development | Testing
Class 0 5118 254 ?
Class 1 2280 135 ?
Total 7398 389 1947

Table 2: Dataset split and class distribution : Task 5

Training | Development | Testing
Class 0 5966 2435 ?
Class 1 2834 1765 ?
Total 8800 4200 8200

Table 3: Dataset split and class distribution : Task 6




F1 P R
Bart-Large* (2-stage) | 0.673 0.666 0.687
Bart-Large (direct) | 0.654 0.676 0.643
Bart-Large (2-stage) | 0.679 0.677 0.682
Mean 0.519 0.565 0.538
Median 0.580 0.630 0.589

Table 4: Precision, Recall and F1 on Test set compared
to other participants : Task 3

* indicates model is trained without using validation set

F1 P R
Bart-Large* (direct) | 0.912 0.896 0.929
Bart-Large (direct) | 0.918 0.923 0912
Mean 0.822 0.818 0.838
Median 0.901 0.885 00917

Table 5: Precision, Recall and F1 on Test set compared
to other participants : Task 5

* indicates model is trained without using validation set

3 Systems Description

While using transformers, For Task 3 two ap-
proaches were tested - one where classification
was done directly in a 4 way and the other where
classification was done is two stages, this involved
first classifying the text whether it is related to the
task or not i.e class 0 or not and then classifying
the effect on the user is the second stage. For Task
5 and 6 it was done directly as a binary classifica-
tion task'?. In LLM approaches, The proprietary
versions were used as zero shot and with the rest
of the LL.Ms, they were tested in a zero-shot and
fine-tuned manner. Additionally they were tested
in a two stage classification for Task 3. In the case
of ensembles, It was through majority voting in a
set of models, through and-rule for high precision
requirement and through or-rule for high recall re-
quirements. For Task 5 and 6, while using LLMs,
classification was done by dividing the criteria into
parts and aggregating the individual results. i.e
In the case of Task 5, individual prompts test for
ADHD, Asthma, etc.. separately and or-rule is
used for generating final label. Similarly and-rule
was used for Task 6. The performance of different
approaches can be seen in Table 7, Table 8 and
Table 9.The data during training was shuffled after
every epoch and also internally in each mini-batch.

'Code available at: https://github.com/1024-m/ACI1-2024-
SMM4H-Task-3-5-6
*Models available at: https://huggingface.co/1024m

F1 P R
Bart-Large (direct) | 0.959 0.953 0.965
GPT-4 (and-rule) | 0.922 0.895 0.951
Mean 0.924 0.924 0.926
Median 0.936 0.934 0.949

Table 6: Precision, Recall and F1 on Test set compared
to other participants : Task 6

4 Error Analysis

The LLMs performed equally good on all kinds
of data while transformers models performed less
effectively when the kind of language used is off
from rest of the data or when criteria for classifica-
tion was mentioned in one sentence and referred to
the conditions indirectly later on. It was observed
that positively labelled samples were predicted cor-
rectly by either the LLM approach or transformers,
hence ensembles of both had recall over 0.99 with
just 1 percent drop in F1 scores in Task 5 and 6.
Many of the positively misclassified samples were
in the format of advertisements where the title ap-
pears to match the criteria for positive classification.
This is one area where LLMs were still able to dis-
tinguish effectively while other models did not.

5 Conclusion

the performance of some of the models compared
to others on the test set can be seen in Table 4, Ta-
ble 5 and Table 6. The LLM approach did yield
comparatively good results despite using in a 4bit
precision due to lack of computational resources.
It is likely the performance would be better that
the current models in full precision. Many of the
positive label texts have been filtered out during
the data collection process. For example, texts self-
reporting age in text format instead of numerical.
Due to this, a higher focus on recall is necessary.
A custom metric with higher importance to recall
is better suited for Task 5 and 6 compared to F1
scores. Ensemble approaches like majority voting
and filtering guaranteed positive label texts using
LLM predictions could improve performance with-
out a significant drop in the F1 scores. Finally, the
performance improved on all the tasks while using
dev set as additional training data compared to just
the training data, hinting at the possibility of im-
proving the performance by adding more training
data. Augmentation through paraphrasing existing
data however did not improve the results.
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Direct Classification 2-Stage Classification
Model Macro-F1 Precision Recall | Macro-F1 Precision Recall
Transformers (fine-tuned)
longformer-large 0.603 0.610 0.596 0.667 0.671 0.660
RoBERTa-large 0.595 0.601 0.585 0.664 0.669 0.652
BART-large 0.603 0.597 0.611 0.670 0.652 0.687
DeBERTa-large 0.601 0.598 0.606 0.661 0.657 0.669
Proprietary LL.Ms (zero-shot)

GPT-4 0.536 0.545 0.546 0.584 0.592 0.571
Claude-Opus 0.504 0.492 0.605 0.579 0.565 0.594
Open-source LLMs (fine-tuned)

LLaMa-3-8B 0.643 0.622 0.653 - - -
Mistral-7B 0.637 0.621 0.646 - - -
Gemma-7B 0.639 0.624 0.644 - - -

Table 7: performance of different approaches on Dev set : Task 3

Direct Classification Or-rule Classification
Model Class1-F1 Precision Recall | Class1-F1 Precision Recall
Transformers (fine-tuned)
longformer-large 0.937 0.940 0.933 - - -
RoBERTa-large 0.926 0.926 0.926 - - -
BART-large 0.940 0.933 0.947 - - -
DeBERTa-large 0.927 0914 0.941 - - -
Proprietary LLMs (zero-shot)

GPT-4 0.786 0.862 0.956 0.859 0.785 0.948
Claude-Opus 0.689 0.809 0.985 0.851 0.782 0.943
Open-source LLMs (fine-tuned)

LLaMa-3-8B 0.925 0.939 0911 - - -
Mistral-7B 0.921 0.921 0.921 - - -
Gemma-7B 0.920 0.934 0.907 - - -

Table 8: performance of different approaches on Dev set : Task 5

Direct Classification And-rule Classification
Model Class1-F1 Precision Recall | Class1-F1 Precision Recall
Transformers (fine-tuned)
longformer-large 0.898 0.884 0.914 - - -
RoBERTa-large 0.891 0.862 0.920 - - -
BART-large 0.901 0.878 0.926 - - -
DeBERTa-large 0.894 0.869 0.923 - - -
Proprietary LL.Ms (zero-shot)

GPT-4 0.861 0.791 0.960 0.897 0.870 0.925
Claude-Opus 0.858 0.794 0.952 0.893 0.873 0.937
Open-source LLMs (fine-tuned)

LLaMa-3-8B 0.898 0.912 0.886 - - -
Mistral-7B 0.894 0.908 0.883 - - -
Gemma-7B 0.894 0.901 0.889 - - -

Table 9: performance of different approaches on Deyv set : Task 6
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